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Overview

We propose a framework to reuse unconditional, pre-
trained, and black-box GANs to achieve novel vision
tasks beyond the original intentions. It is important
for, e.g.:

Reusable Green AI Systems

Understanding Misuse of
Released GANs

• Our Proposed Method (Hijack-GAN)
In contrast to prior linear work, HijackGAN edits
latent codes in the directions that follows the real
manifold and are dynamically decided in each step.

Contributions

•Propose a framework, HijackGAN, which adapts
pre-trained black-box GANs to novel tasks by
dynamically traversing the latent.

•Outperform prior work in smoothness,
effectiveness, and content preservation.

•Shed light on the potential risks of unintended
usage by gaining control over facial attributes, head
poses, and landmarks.

Project Page

More results and code can found in our project page
https://a514514772.github.io/hijackgan/.

Hijack-GAN

• Impassable Gradients and the Proxy Model
Suppose we can only access a black-box GAN and the desired task model. We circumvent the impassable gradients by
training a proxy model. The model is trained with the noise-attribute query pairs. After that, we traverse the latent
space under the guidance of gradients from the proxy model.

• Non-linear Traversal
By optimizing toward the critical direction, the target
attribute will be activated accordingly.

• Disentanglement Constraint
We derive a direction to reduce the effect on the other
non-target attributes to preserve the contents.

Experimental Results

• Smoothness (mPPL)
Similarity between two random adjacent
points on the path.

• Function Approximation
The more accurate the gradients are, the
lower the errors are induced.

Qualitative Results

https://a514514772.github.io/hijackgan/

